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SYLABUS

DOTYCZY CYKLU KSZTALCENIA 2024-2028
Rok akademicki 2024/2025, 2025/2026

1. PODSTAWOWE INFORMACJE O PRZEDMIOCIE

Nazwa przedmiotu

Algorytmy i struktury danych

Kod przedmiotu*

Nazwa jednostki prowadzacej
kierunek

Instytut Informatyki, Wydziat Nauk Technicznych i Scistych

Nazwa jednostki realizujacej
przedmiot

Instytut Informatyki, Wydziat Nauk Technicznych i Scistych

Kierunek studiow

Informatyka i ekonometria

Poziom studiow

studia pierwszego stopnia

Profil praktyczny
Forma studiow Studia stacjonarne
Rok i semestr/y studiow rok lill, sem.Ililll
Rodzaj przedmiotu przedmiot kierunkowy
Jezyk wyktadowy polski
dr hab. Jan Bazan, prof. UR, dr hab. Urszula Bentkowska,
Koordynator

prof. UR

Imie i nazwisko osoby prowadzacej
| 0sob prowadzacych

dr hab. Jan Bazan, prof. UR, dr hab. Urszula Bentkowska,
prof. UR,

* -opcjonalnie, zgodnie z ustaleniami w Jednostce

1.1.Formy zajec dydaktycznych, wymiar godzin i punktow ECTS

Semestr . Inne Liczba pkt.
- Wykt. | Cw. | Konw. | Lab. | Sem. | ZP | Prakt. (jakie?) ECTS
2 30 15 3
3 30 15 3

1.2. Sposab realizacji zajec

zajecia w formie tradycyjnej

[ zajecia realizowane z wykorzystaniem metod i technik ksztatcenia na odlegtos¢

1.3 Forma zaliczenia przedmiotu (z toku) (egzamin, zaliczenie z oceng, zaliczenie bez oceny)
ZALICZENIE Z OCENA PO SEM. 2 ORAZ EGZAMIN PO SEM. 3

2.WYMAGANIA WSTEPNE

Znajomos¢ zagadnien realizowanych na przedmiotach: elementy logiki i teorii mnogosci,
analiza matematyczna, algebra liniowa z geometrig, podstawy programowania,
programowanie obiektowe (wymaganie do czesci drugiej przedmiotu)




3. CELE, EFEKTY UCZENIA SIE , TRESCI PROGRAMOWE | STOSOWANE METODY DYDAKTYCZNE

3.1 Cele przedmiotu

Nauczenie studentow metod konstrukgji algorytmdw i metod analizy ich ztozonosci
C obliczeniowe;.

Nauczenie studentow podstawowych struktur danych oraz metod ich implementacjii
C2 wykorzystania w praktyce.
C3 Zapoznanie studentow z przyktadowa biblioteka standardowych struktur danych.

3.2 Efekty uczenia sie dla przedmiotu/ modutu

EK ( efekt
uczenia sie)

Tres¢ efektu ksztatcenia zdefiniowanego dla przedmiotu
(modutu) - wiedza minimalna i minimalne umiejetnosci
do zaliczenia

Odniesienie do
efektow
kierunkowych
(KEK)

EK_o1

Student zna  notacje  asymptotyczne, = metody
wykorzystywania ich  do wyznaczania ztozonosci
obliczeniowej algorytmdéw oraz techniki obliczeniowe
pozwalajgce poprawnie wyznaczad ztozonos¢
obliczeniowa (czasowa i pamieciowq) dla algorytmdw
iteracyjnych. Jednak niekoniecznie zna w wystarczajacym
stopniu techniki obliczeniowe pozwalajace na wyznaczanie
ztozonosci obliczeniowej algorytmdw rekurencyjnych. Zna
podstawowe klasy ztozonosci obliczeniowe] algorytmow,
ale by¢ moze nie potrafi poprawnie oceni¢ ich
praktycznego znaczenia do rozwigzywania rzeczywistych
problemow algorytmicznych.

K_Woz1, K_Wo2,
K_Ko2

EK _o2

Student zna abstrakcyjne struktury danych, metody ich
implementacji w  przynajmniej  jednym  jezyku
programowania oraz gotowe implementacje w
dedykowanej bibliotece standardowej, w tym stosy,
kolejki, listy, drzewa, grafy, stowniki, haszowanie, drzewa
przeszukiwan binarnych. W szczegodlnosci student zna
budowe tych struktur oraz operacje jakie moga byc
wykonywane na tych strukturach. Jednakze mozliwe jest,
iz posiadana wiedza o efektywnosci tych operacji w
kontekscie ztozonosci obliczeniowej nie pozwala mu na w
petni poprawne poréwnanie tych struktur pod wzgledem
ich efektywnosci obliczeniowe] oraz na dobieranie struktur
danych do  ustalonych  wymagan  dotyczacych
efektywnosci obliczeniowej algorytmow.

K_Wo1, K_Wo2,
K_Ko2

EK_o3

Student zna zasady formutowania i algorytmizacji zadan
oraz notacje zapisu algorytmdéw w pseudojezyku i w
wybranym jezyku programowania, a takze podstawowe
techniki i metody projektowania i implementowania
algorytmdéw, w tym metode dynamicznego przydziatu

K_Wo1, K_Wo2




pamieci, rekurencje, metode brutalnej sity, metode dziel i
zwyciezaj, programowanie dynamiczne, algorytmy
zachtanne, metode Monte Carlo, przeszukiwanie z
nawrotami. Zna takze podstawowe algorytmy
wyszukiwania i sortowania. By¢ moze jednak nie zawsze
potrafi poprawnie poréwnac te metody i algorytmy pod
wzgledem  efektywnosci czasowej i doktadnosci
otrzymanego rozwigzania. Jednak, dla trudniejszych
problemoéw moze zdarzyc sie, ze niepoprawnie dobierze
metody i algorytmy do wymagan oczekiwanej
efektywnosci rozwigzania.

EK_o4

Student zna metode dowodzenia semantycznej
poprawnosci algorytmdw, w tym poszczegolne jej kroki
(dowod czesSciowej poprawnosci, dowod  wiasnosci
okreslonosci i dowod wtasnosci stopu) oraz rozumie te
kroki. Nie musi jednak zna¢ wszystkich metod dowodzenia
tych krokéw oraz uzasadnienia praktycznego dla
zasadnosci kazdego z tych krokow.

K_Wo1, K_Wo2,
K_Ko2

EK_osg

Student umie poprawnie sledzi¢ algorytm bez rekurenc;ji
zapisany w wybranym jezyku programowania lub w tzw.
pseudojezyku.

K_Uoz, K_Uo2

EK_o06

Student potrafi zastosowac abstrakcyjne typy danych do
rozwigzywania  problemow z  uzyciem  jezyka
programowania, przy czym zawsze poprawnie operuje na
strukturach danych przechowujgcych tylko wartosci typow
konkretnych.

K_Uoz, K_Uo2

EK_o7

Student potrafi poprawnie wyznacza¢ ztozonosc
obliczeniowa algorytmdw (czasowa i pamieciowg) przy
wykorzystaniu notacji asymptotycznych dla algorytmow
iteracyjnych. Jednak by¢ moze nie zawsze poprawnie
wyznacza  ztozonosci  obliczeniowe  algorytmow
rekurencyjnych

K_Uoz, K_Uo2

EK_o8

Student potrafi poprawnie wykorzysta¢ podstawowe
techniki i metody projektowania i implementowania
algorytmdéw, w tym metode dynamicznego przydziatu
pamieci, rekurencje, metode brutalnej sity, metode dziel i
zwyciezaj, programowanie dynamiczne, algorytmy
zachtanne, metode Monte Carlo, przeszukiwanie z
nawrotami oraz algorytmy sortowania, wyszukiwania i
przeszukiwania grafow. Zaprojektowane [
zaimplementowane przez studenta algorytmy zawsze
posiadajg wtasnos¢ stopu. Jednak dopuszcza sie, by
skonstruowany przez studenta algorytm miat dwa btedy
umozliwiajgce uznanie go za poprawny z punktu widzenia
okreslonosci operacji stosowanych w algorytmie lub
poprawnosci uzyskanych na wyjsciu algorytmu wynikdw.

K_Uoz, K_Uo2

EK_og

Student weryfikuje semantyczng poprawnos¢ algorytmow
w takim zakresie, ze potrafi poprawnie zdefiniowac
warunki alfa i beta czesciowej poprawnosci algorytmu oraz

K_Uoz, K_Uo2




poprawnie formutuje warunek stopu i warunek
okreslonosci algorytmu. Nie zawsze jednak musi potrafi¢
poprawnie udowodni¢ czesciowg poprawnos¢ oraz
warunki stopu i okreslonosci algorytmu.

3.3 Tresci programowe

A. Problematyka wyktadu

Tresci merytoryczne

Czesc pierwsza (semestr 2)

Ogdlne wprowadzenie do przedmiotu. Pseudojezyk. Sledzenie algorytmdw bez rekurencji.

Ztozonos¢ obliczeniowa algorytmow bez rekurenciji.

Wybrane metody rozwigzywanie rownan rekurencyjnych.

Algorytmy z rekurencjg i ich Sledzenie.

Ztozonos¢ obliczeniowa algorytmow z rekurencja.

o s Wy e

Zarys semantycznej poprawnosci algorytmow i jej praktyczny aspekt (asercje, testy
jednostkowe, dzienniki itd.).

Czesc druga (semestr 3)

7-

Wprowadzenie do metod konstruowania algorytmow.

8.

Algorytmy przeszukiwania wyczerpujacego

9.

Metoda dziel i zwyciezaj oraz programowanie dynamiczne

10.

Algorytmy aproksymacyjne.

11.

Abstrakcyjne struktury danych (lista, zbidr, drzewo, graf, stownik).

12.

Konkretne struktury danych (tablica dynamiczna, lista powigzana, drzewo binarne, tablica
mieszajaca).

13.

Metody implementacji abstrakcyjnych struktur danych.

14.

Podstawowe algorytmy wyszukiwania i sortowania.

15.

Implementacja grafow i wybrane algorytmy grafowe.

16.

Trudnos¢ problemow.

B. Problematyka cwiczen audytoryjnych, konwersatoryjnych, laboratoryjnych, zajec
praktycznych

Tresci merytoryczne

Czesc pierwsza (semestr 2)

Zadania na konstruowanie i $Sledzenie algorytmow bez rekurencji.

Zadania na wyznaczanie ztozonosci obliczeniowej algorytmdw bez rekurencji.

Zadania na rozwigzywanie rownan rekurencyjnych.

Zadania na konstruowanie i sledzenie algorytmow rekurencyjnych.

Zadania na wyznaczanie ztozonosci obliczeniowej algorytmdw rekurencyjnych.

SN WWHINE

Zadania na dowodzenie semantycznej poprawnosci algorytmow.

Czesc¢ druga (semestr 3)

7. Zadanie na konstrukcje algorytmdéw metodami przeszukiwania wyczerpujacego.

8. Zadanie na konstrukcje algorytmow metodami przeszukiwania z nawrotami.

9. Zadanie na konstrukcje algorytmow metodami dziel i zwyciezaj oraz na programowanie
dynamiczne.

10. Zadania na konstrukcje algorytmoéw zachtannych

11. Zadania na konstrukcje algorytmdéw metodami stochastycznymi.




12. Zadania naimplementacje abstrakcyjnych struktur danych, takze z uzyciem standardowych
struktur danych.

13. Zadania na wyszukiwanie i sortowanie, takze z uzyciem standardowych implementacji
algorytmow dostepnych w bibliotece standardowych struktur danych.

3.4 Metody dydaktyczne
Wyktad: wyktad z prezentacjg multimedialna.
Cwiczenia: rozwigzywanie zadan "tablicowych".
Laboratorium: rozwigzywanie zadan, w tym programistycznych z uzyciem komputera.

4. METODY | KRYTERIA OCENY

4.1 Sposoby weryfikacji efektow uczenia sie

Metody oceny efektdw ksztatcenia .,
] ] ) Forma zajec
Symbol efektu | (np.: kolokywum, egzamin utstny, egzamlln dydaktycznych
pisemny, projekt, sprawozdanie, obserwacja w W éw, )
trakcie zajec) Y
EK_o1 Kolokwium pisemne, egzamin pisemny w, CW
EK_o2 Kolokwium pisemne, egzamin pisemny w, CW
EK_o3 Kolokwium pisemne, egzamin pisemny W, LAB
EK_o4 Kolokwium pisemne, egzamin pisemny w, CW
EK_os5 Kolokwium pisemne w, CW
EK_o06 Kolokwium przy komputerze W, LAB
EK_o7 Kolokwium pisemne w, CW
EK_o8 Kolokwium przy komputerze W, LAB
EK_og Kolokwium pisemne w, CW
4.2 Warunki zaliczenia przedmiotu (kryteria oceniania)
Efekt | Ocena | Kryteria otrzymania oceny
EK_o1 | dst Student zna notacje asymptotyczne, metody wykorzystywania ich do

wyznaczania ztozonosci obliczeniowej algorytmoéw oraz techniki
obliczeniowe pozwalajagce poprawnie wyznacza¢ ztozonos¢ obliczeniowa
(czasowa i pamieciow) tylko dla algorytmow iteracyjnych. Nie zna lub zna
w niewystarczajgcym stopniu techniki obliczeniowe pozwalajgce na
wyznaczanie ztozonosci dla algorytmow rekurencyjnych. Zna podstawowe
klasy ztozonosci obliczeniowe] algorytmow, ale nie zawsze potrafi je
poréwnac z punktu widzenia ztozonosci obliczeniowej oraz poprawnie
oceni¢ ich praktyczne znaczenie do rozwigzywania rzeczywistych
problemdw algorytmicznych.




db

Student zna notacje asymptotyczne, metody wykorzystywania ich do
wyznaczania ztozonosci obliczeniowej algorytmow, ale zna niezbedne
techniki obliczeniowe pozwalajgce poprawnie wyznacza¢ ztozonosc
obliczeniowg (czasowa i pamieciowq) tylko dla algorytmodw iteracyjnych
oraz dla algorytmow z rekurencja prosta. Nie zna lub zna w
niewystarczajgcym stopniu techniki obliczeniowe pozwalajagce na
wyznaczanie ztozonosci dla algorytmdw z rekurencja rozgateziong. Zna
podstawowe klasy ztozonosci obliczeniowej algorytmdéw oraz potrafi je
poréwnac z punktu widzenia ztozonosci obliczeniowej, ale nie zawsze potrafi
poprawnie ocenic ich praktyczne znaczenie do rozwigzywania rzeczywistych
problemdw algorytmicznych.

bdb

Student zna notacje asymptotyczne, metody wykorzystywania ich do
wyznaczania ztozonosci obliczeniowej algorytmdéw, w tym niezbedne
techniki obliczeniowe pozwalajgce poprawnie wyznacza¢ ztozonosc
obliczeniowa (czasowa i pamieciowq) zarowno dla algorytmow iteracyjnych,
jak i dla algorytméw zrekurencjg (w tym prosta i rozgateziong). Zna
podstawowe klasy ztozonosci obliczeniowej algorytmow, potrafi je
porédwnac z punktu widzenia ztozonosci obliczeniowej oraz potrafi ocenicich
praktyczne znaczenie do rozwigzywania rzeczywistych problemow
algorytmicznych.

EK_o02

dst

Student zna abstrakcyjne struktury danych, metody ich implementac;i
w przynajmniej jednym jezyku programowania oraz gotowe implementacje
w dedykowanej bibliotece standardowej, w tym stosy, kolejki, listy, drzewa,
grafy, stowniki, haszowanie, drzewa przeszukiwan binarnych.
W szczegolnosci student zna budowe tych struktur oraz operacje jakie moga
by¢ wykonywane na tych strukturach. Jednakze posiadana wiedza o
efektywnosci tych operacji w konkretnych implementacjach tych struktur
w kontekscie ztozonosci obliczeniowej, nie pozwala mu na w petni poprawne
poréwnanie tych struktur pod wzgledem ich efektywnosci obliczeniowej
oraz na dobieranie struktur danych do ustalonych wymagan dotyczacych
efektywnosci obliczeniowej algorytmow.

db

Student zna abstrakcyjne struktury danych, metody ich implementacji w
przynajmniej jednym jezyku programowania oraz gotowe implementacje w
dedykowanej bibliotece standardowej, w tym stosy, kolejki, listy, drzewa,
grafy, stowniki, haszowanie, drzewa przeszukiwan binarnych. W
szczegolnosci student zna budowe tych struktur oraz operacje jakie moga
by¢ wykonywane na tych strukturach. Ponadto, ma wiedze o efektywnosci
tych operacji w kontekscie ztozonosci obliczeniowej, co daje mu mozliwos¢
poréwnania tych struktur pod wzgledem ich efektywnosci obliczeniowe;.
Nie potrafi jednak w petni poprawnie dobiera¢ struktur danych do




ustalonych wymagan dotyczacych efektywnosci obliczeniowej rozwigzania
danego problemu algorytmicznego.

bdb

Student zna abstrakcyjne struktury danych, metody ich implementacji w
przynajmniej jednym jezyku programowania oraz gotowe implementacje w
dedykowanej bibliotece standardowej, w tym stosy, kolejki, listy, drzewa,
grafy, stowniki, haszowanie, drzewa przeszukiwan binarnych. W
szczegolnosci student zna budowe tych struktur oraz operacje jakie moga
by¢ wykonywane na tych strukturach. Ponadto, ma wiedze o efektywnosci
tych operacji w kontekscie ztozonosci obliczeniowej, co daje mu mozliwos¢
poréwnania tych struktur pod wzgledem ich efektywnosci obliczeniowe;
oraz dobierania struktur danych do ustalonych wymagan dotyczacych
efektywnosci obliczeniowe;.

EK_o03

dst

Student zna zasady formutowania i algorytmizacji zadan oraz notacje zapisu
algorytmow w pseudojezyku i w wybranym jezyku programowania, a takze
podstawowe techniki i metody projektowania i implementowania
algorytmoéw, w tym metode dynamicznego przydziatu pamieci, rekurencje,
metode brutalnej sity, metode dziel i zwyciezaj, programowanie
dynamiczne, algorytmy zachtanne, metode Monte Carlo, przeszukiwanie z
nawrotami. Zna takze podstawowe algorytmy wyszukiwania i sortowania.
Jednak nie zawsze potrafi poprawnie poréwnac te metody algorytmy pod
wzgledem efektywnosci czasowej i doktadnosci otrzymanego rozwigzania.
Nie zawsze potrafi takze dobrze dobiera¢ metody i algorytmy do wymagan
oczekiwanej efektywnosci rozwigzania danego problemu.

db

Student zna zasady formutowania i algorytmizacji zadan oraz notacje zapisu
algorytmow w pseudojezyku i w wybranym jezyku programowania, a takze
podstawowe techniki i metody projektowania i implementowania
algorytmdw, w tym metode dynamicznego przydziatu pamieci, rekurencje,
metode brutalnej sity, metode dziel i zwyciezaj, programowanie
dynamiczne, algorytmy zachtanne, metode Monte Carlo, przeszukiwanie z
nawrotami. Zna takze podstawowe algorytmy wyszukiwania i sortowania.
Potrafi poréwnac te metody i algorytmy pod wzgledem efektywnosci
czasowe] i doktadnosci otrzymanego rozwigzania. Nie zawsze potrafi jednak
dobrze dobiera¢ metody i algorytmy do wymagan oczekiwane]
efektywnosci rozwigzania danego problemu.

bdb

Student zna zasady formutowania i algorytmizacji zadan oraz notacje zapisu
algorytmow w pseudojezyku i w wybranym jezyku programowania, a takze
podstawowe techniki i metody projektowania i implementowania
algorytmodw, w tym metode dynamicznego przydziatu pamieci, rekurencje,
metode brutalnej sity, metode dziel i zwyciezaj, programowanie
dynamiczne, algorytmy zachtanne, metode Monte Carlo, przeszukiwanie z




nawrotami. Zna takze podstawowe algorytmy wyszukiwania i sortowania.
Potrafi poréwnac te metody i algorytmy pod wzgledem efektywnosci
czasowej i doktadnosci otrzymanego rozwigzania, a takze poprawnie
dobiera metody do wymagan oczekiwanej efektywnosci rozwiazania
danego problemu.

EK_o4

dst

Student zna metode dowodzenia semantycznej poprawnosci algorytmow,
w tym poszczegolne jej kroki (dowdd czesciowej poprawnosci, dowod
wiasnosci okreslonosci i dowodd wiasnosci stopu) oraz rozumie te kroki. Nie
zna jednak metod dowodzenia wszystkich tych krokéw oraz nie zna
uzasadnienia praktycznego dla zasadnosci kazdego z tych krokow.

db

Student zna metode dowodzenia semantycznej poprawnosci algorytmow,
w tym poszczegolne jej kroki (dowdd czesciowej poprawnosci, dowdd
wiasnosci okreslonosci i dowod wiasnosci stopu) oraz rozumie te kroki oraz
zna metody dowodzenia tych krokéw. Jednak nie zna uzasadnienia
praktycznego dla zasadnosci kazdego z tych krokow.

bdb

Student zna metode dowodzenia semantycznej poprawnosci algorytmow,
w tym poszczegodlne jej kroki (dowdd czesciowej poprawnosci, dowaod
wiasnosci okreslonosci i dowod wiasnosci stopu), rozumie te kroki, zna
metody dowodzenia tych krokow oraz potrafi uzasadni¢ praktycznie
zasadnos¢ kazdego z tych krokdw.

EK_osg

dst

Student umie $ledzic algorytm iteracyjny bez rekurencji zapisany w
wybranym jezyku programowania lub w tzw. pseudojezyku.

db

Student umie sledzi¢ algorytm iteracyjny bez rekurencji rozgatezionej
zapisany w wybranym jezyku programowania lub w tzw. pseudojezyku.

bdb

Student umie $ledzi¢ algorytm iteracyjny oraz rekurencyjny (w tym z
rekurencja rozgateziong) zapisany w wybranym jezyku programowania lub
w tzw. pseudojezyku.

EK_o6

dst

Student potrafi zastosowac abstrakcyjne typy danych do rozwigzywania
problemow z uzyciem jezyka programowania, przy czym operuje na
strukturach danych przechowujacych tylko wartosci typdw prostych (np.
int, byte, float, double, char, boolean itd.)

db

Student potrafi zastosowac abstrakcyjne typy danych do rozwigzywania
problemdéw z uzyciem jezyka programowania, przy czym operuje na
strukturach danych przechowujacych tylko wartosci typow prostych i
obiektowych-zdefiniowanych (np. String, Integer, Double, itd.).

bdb

Student potrafi zastosowac abstrakcyjne typy danych do rozwigzywania
problemow z uzyciem jezyka programowania, przy czym operuje na




strukturach danych przechowujgcych wartosci dowolnych typdw prostych i
obiektowych, wtym typdw zdefiniowanych przez studenta (np. Osoba,
Punkt, itd.).

EK_o7

dst

Student potrafi poprawnie wyznaczac ztozonos¢ obliczeniowa algorytmow
(czasowq i pamieciowq) przy wykorzystaniu notacji asymptotycznych dla
algorytmow iteracyjnych. Nie potrafi poprawnie wyznaczac ztozonosci
obliczeniowej algorytmow dla algorytmdw rekurencyjnych.

db

Student potrafi poprawnie wyznaczac ztozonosc¢ obliczeniowg algorytmow
(czasowa i pamieciowa) przy wykorzystaniu notacji asymptotycznych dla
algorytmoéw iteracyjnych oraz dla algorytmow rekurencyjnych bez
rekurencji rozgatezionej. Nie potrafi poprawnie wyznaczac ztozonosci
obliczeniowej algorytmow dla algorytmow z rekurencja rozgateziona.

bdb

Student potrafi poprawnie wyznaczac ztozonosc¢ obliczeniowg algorytmow
(czasowq i pamieciowa) przy wykorzystaniu notacji asymptotycznych dla
algorytmow iteracyjnych oraz dla algorytmow rekurencyjnych (w tym z
rekurencja rozgatezionga).

EK_08

dst

Student potrafi poprawnie wykorzystac¢ podstawowe techniki i metody
projektowania i implementowania algorytmow, w tym metode
dynamicznego przydziatu pamieci, rekurencje, metode brutalnej sity,
metode dziel i zwyciezaj, programowanie dynamiczne, algorytmy
zachtanne, metode Monte Carlo, przeszukiwanie z nawrotami oraz
algorytmy sortowania, wyszukiwania i przeszukiwania grafow.
Zaprojektowane i zaimplementowane przez studenta algorytmy zawsze
posiadaja wtasnos¢ stopu. Jednak algorytm skonstruowany przez studenta
podczas weryfikacji efektu ksztatcenia ma 2 btedy umozliwiajgce uznanie
go za poprawny z punktu widzenia okreslonosci operacji stosowanych w
algorytmie lub poprawnosci uzyskanych na wyjsciu algorytmu wynikow.

db

Student potrafi poprawnie wykorzysta¢c podstawowe techniki i metody
projektowania i implementowania algorytméw, w tym metode
dynamicznego przydziatu pamieci, rekurencje, metode brutalnej sity,
metode dziel i zwyciezaj, programowanie dynamiczne, algorytmy
zachtanne, metode Monte Carlo, przeszukiwanie z nawrotami oraz
algorytmy  sortowania, wyszukiwania i przeszukiwania  grafow.
Zaprojektowane i zaimplementowane przez studenta algorytmy zawsze
posiadaja wtasnos¢ stopu. Jednak algorytm skonstruowany przez studenta
podczas weryfikacji efektu ksztatcenia ma jeden btad umozliwiajgcy uznanie
go za poprawny z punktu widzenia okreslonosci operacji stosowanych w
algorytmie lub poprawnosci uzyskanych na wyjsciu algorytmu wynikdéw.




bdb

Student potrafi poprawnie wykorzysta¢ podstawowe techniki i metody
projektowania i implementowania algorytméw, w tym metode
dynamicznego przydziatu pamieci, rekurencje, metode brutalnej sity,
metode dziel i zwyciezaj, programowanie dynamiczne, algorytmy
zachtanne, metode Monte Carlo, przeszukiwanie z nawrotami oraz
algorytmy  sortowania, wyszukiwania i przeszukiwania grafow.
Zaprojektowane i zaimplementowane przez studenta algorytmy zawsze
posiadajg wifasnos¢ stopu. Ponadto, algorytm skonstruowany przez
studenta podczas weryfikacji efektu ksztatcenia jest poprawny z punktu
widzenia okreslonosci operacji stosowanych w algorytmie oraz poprawnosci
uzyskanych na wyjsciu algorytmu wynikow.

EK_og

dst

Student weryfikuje semantyczng poprawnosc algorytmow w takim
zakresie, ze potrafi poprawnie zdefiniowac warunki alfa i beta czesciowe;j
poprawnosci algorytmu oraz poprawnie formutuje warunek stopu i
warunek okreslonosci algorytmu. Nie potrafi jednak udowodnic¢ formalnie
czesciowej poprawnosci oraz warunku stopu i okreslonosci algorytmu.

db

Student weryfikuje semantyczng poprawnos¢ algorytmow w takim zakresie,
ze potrafi poprawnie zdefiniowa¢ warunki alfa i beta czesciowej
poprawnosci algorytmu oraz poprawnie formutuje warunek stopu i warunek
okreslonosci algorytmu. Potrafi takze uzasadni¢ warunek stopu i
okreslonosci algorytmu Nie potrafi jednak udowodnic¢ formalnie czesciowej
poprawnosci algorytmu.

bdb

Student w petni potrafi przeprowadzi¢ weryfikacje semantycznej
poprawnosci algorytmu, tzn. potrafi poprawnie zdefiniowac warunki alfa i
beta czesciowej poprawnosci algorytmu oraz warunek stopu i warunek
okreslonosci algorytmu. Potrafi takze uzasadni¢ warunek stopu i
okreslonosci algorytmu, oraz udowodni¢ formalnie czesciowa poprawnos¢
algorytmu.

Zasady uzyskania oceny koncowej:

Zaliczenie ¢wiczen i laboratorium nastepuje na podstawie zaliczenia wszystkich efektow

weryfikowanych przez planowane w danym okresie metody weryfikacji. Przy tym zaktada sig,

ze kazda metoda weryfikacji dostarcza osobne oceny dla kazdego z weryfikowanych przez nig

efektow ksztatcenia. Jesli dany efekt jest weryfikowany przez wiecej niz jedng metode, to ocena

weryfikujgca osiggniecie tego efektu jest obliczana jako $rednia arytmetyczna ocen uzyskanych

w poszczegolnych metodach weryfikowania tego efektu.

Student otrzymuje z zaliczenia ocene niedostateczny, gdy metody weryfikacji wykazg, iz co

najmniej jeden z efektow nie zostat osiggniety (srednia ocena dla tego efektu jest nizsza niz 3.0);




Student otrzymuje ocene dostateczny, gdy przecietnie kazdy z efektdw zostanie osiggniety na
poziomie co najmniej 3.0, ale chociaz jeden z efektow zostat osiggniety na poziomie mniejszym

od 3.75;

Student otrzymuje ocene dobry, gdy przecietnie kazdy z efektow zostanie osiggniety na
poziomie co najmniej3.75, ale chociaz jeden z efektdw zostat osiggniety na poziomie mniejszym

od 4.75;

Student otrzymuje ocene bardzo dobry, gdy przecietnie kazdy z efektdw zostanie osiggniety
na poziomie co najmniej 4.75;

Zaliczenie przedmiotu nastepuje na podstawie oceny uzyskanej na egzaminie

Student otrzymuje ocene niedostateczny, gdy nie zaliczyt ¢wiczen lub egzamin wykaze, iz co
najmniej jeden z efektdw nie zostat osiggniety (srednia ocena dla tego efektu jest nizsza niz 3.0);

Student otrzymuje ocene dostateczny, gdy posiada zaliczenie z ¢wiczen, a przecietnie kazdy z
efektow weryfikowanych na egzaminie zostanie osiggniety na poziomie co najmniej 3.0, ale
chociaz jeden z efektow zostat osiggniety na poziomie mniejszym od 3.75;

Student otrzymuje ocene dobry, gdy posiada zaliczenie z ¢wiczen oraz przecietna ocena z
zaliczenia kazdego efektu sposrod weryfikowanych na egzaminie wyniesie co najmniej 3.75, ale
chociaz jeden z efektow zostat osiggniety na poziomie mniejszym od 4.75;

Student otrzymuje ocene bardzo dobry, gdy posiada zaliczenie z ¢wiczen oraz przecietna
ocena z zaliczenia kazdego efektu sposrdd weryfikowanych na egzaminie wyniesie co najmnie;

4.75.

5. CALKOWITY NAKEAD PRACY STUDENTA POTRZEBNY DO OSIAGNIECIA ZALOZONYCH
EFEKTOW W GODZINACH ORAZ PUNKTACH ECTS

- Srednia liczba godzin na
Forma aktywnosci . . .
zrealizowanie aktywnosci
Godziny z harmonogramu studiow 90
Inne z udziatem nauczyciela akademickiego 4
(udziat w konsultacjach, egzaminie)
Godziny niekontaktowe — praca wtasna studenta 56
(przygotowanie do zaje¢, egzaminu, napisanie referatu itp.)
SUMA GODZIN 150
SUMARYCZNA LICZBA PUNKTOW ECTS 6

* Nalezy uwzglednic, ze 1 pkt ECTS odpowiada 25-30 godzin catkowitego naktadu pracy studenta.



. PRAKTYKI ZAWODOWE W RAMACH PRZEDMIOTU

wymiar godzinowy -

zasady i formy odbywania praktyk -
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Akceptacja Kierownika Jednostki lub osoby upowaznione;j




