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1. PODSTAWOWE INFORMACJE O PRZEDMIOCIE

Nazwa przedmiotu

Metody i narzedzia sztucznej inteligencji

Kod przedmiotu*

nazwa jednostki prowadzacej
kierunek

Instytut Informatyki, Wydziat Nauk Scistych i Technicznych

Nazwa jednostki realizujacej
przedmiot

Instytut Informatyki, Wydziat Nauk Scistych i Technicznych

Kierunek studiow

Informatyka i Ekonometria

Poziom studiow

pierwszy stopien

Profil

praktyczny

Forma studiow

stacjonarne

Rok i semestr/y studiow

rok IV, semestr 7

Rodzaj przedmiotu

przedmiot specjalnosciowy

Jezyk wyktadowy polski
Koordynator drinz. Jacek Bartman
Imie i nazwisko osoby prowadzacej o
J os6b prowadzacych drinz. Jacek Bartman

* -opcjonalnie, zgodnie z ustaleniami w Jednostce

1.1.Formy zaje¢ dydaktycznych, wymiar godzin i punktow ECTS

Semestr . Zajecia Liczba pkt.
(nr) Wykt. | Cw. | Konw. | Lab. | Sem. | ZP | Prakt. orojektowe ECTS
7 10 20 3

1.2. Sposob realizacji zajec

zajecia w formie tradycyjne;

[ zajecia realizowane z wykorzystaniem metod i technik ksztatcenia na odlegtos¢

1.3 Forma zaliczenia przedmiotu (z toku) (egzamin, zaliczenie z oceng, zaliczenie bez oceny)

Zaliczenie z oceng

2.WYMAGANIA WSTEPNE

Podstawowa wiedze z zakresu analizy matematycznej, analizy danych oraz programowania.
Umiejetnosci pozyskiwania informacji ze réznych zrédet.

3. CELE, EFEKTY UCZENIA SIE , TRESCI PROGRAMOWE | STOSOWANE METODY DYDAKTYCZNE

3.1 Cele przedmiotu

1 Zapoznanie z podstawami dziataniami wybranych metod i algorytmdw sztuczne;j
inteligencji oraz ich zastosowaniami.

5 Ksztattowanie umiejetnosci rozwigzywania problemow przy wykorzystaniu
wybranych metod i algorytmow sztucznej inteligencji.




3.2 Efekty uczenia sie dla przedmiotu
K_Wo1, K_Wo2, K_Uosg, K_U12,

EK (efekt

ucz

Odniesienie do
Tres¢ efektu uczenia sie zdefiniowanego dla przedmiotu efektow

enia sie) kierunkowych

EK o1 Absolwent zna w pogtebionym stopniu i rozumie wybrane | K_Wo1, K_Wo2

zagadnienia z zakresu sztucznej inteligencji oraz wie jakie
sg trendy rozwojowe i najistotniejsze nowe osiggniecia
w informatyce i pokrewnych dyscyplinach naukowych.

EK_o2 Absolwent potrafi wykorzystac techniki informatyczne do | K_Uos

pozyskania danych i opisu problemdw oraz zintegrowac je
z posiadana wiedzg w celu rozwigzania problemu z
wykorzystaniem sztucznej inteligencji. Potrafi
zinterpretowad otrzymane rezultaty i wyciggnac z nich
whnioski.

EK_o3 Absolwent potrafi dobrac i stosowac zaawansowane K _Ux2

metody i narzedzia sztucznej inteligencji oraz ocenic
przydatnos¢ i mozliwos¢ wykorzystania ich osiggnie¢ w
nowych rozwigzaniach technologicznych

3-3

Tresci programowe
A. Problematyka wyktadu

Tresci merytoryczne

1.

Wprowadzenie. Pojecie inteligencji, test Turinga. Klasyczne metody sztucznej
inteligencji. Kategorie rozwigzywanych przez S| problemdw

Dane i ich wtasciwosci. Wstepne przetwarzanie danych: brakujace wartosci, odstajgce
wartosci, kodowanie, ujednolicanie zakresu.

Ocena jakosci modelu uczenia maszynowego. Podziat zbioru danych. Miary sukcesu.
Regresja, klasyfikacja, klasteryzacja.

Klasyfikator minimalnoodlegtosciowy (k-NN). Zasada najblizszego sasiedztwa. Dobor
miar odlegtosci.

Drzewa decyzyjne i lasy losowe. Budowa drzew decyzyjnych. Kryterium wyboru testu.
Przycinanie drzewa. Gtosowanie klasyfikatorow

Sztuczne sieci neuronowe. Budowa neuronu i sieci. Rodzaje klasycznych sieci
neuronowych: Algorytmy uczenia sieci jednokierunkowych. Sieci samouczace sie. Sieci
rekurencyjne.

Uczenie gtebokie. Uczenie gtebokie a uczenie klasyczne. Gtebokie sieci neuronowe.
Techniki uczenia gtebokiego.

B. Problematyka ¢wiczen, konwersatoriow, laboratoridw, zajec praktycznych

Tresci merytoryczne

1. Wprowadzenie w $rodowisko wykorzystywane do programowania metod sztucznej
inteligencji.

2. Wstepne przetwarzanie danych: metody redukcji wymiarowosci i selekcji cech,
przeksztatcanie zmiennych, kodowanie cech

3. Klasyfikator k-NN: dobor liczby sgsiadow oraz miary odlegtosci




4. Drzewa decyzyjne i lasy losowe: implementacja algorytmdw, budowa drzewa, ocena
jakosci konstruowanych drzew, przycinanie drzew. Badanie wptywu parametrow
klasyfikatora na jakosc klasyfikacji.

5. Sieci neuronowe jednokierunkowe: dziatanie, uczenie, metoda BP i jej modyfikacje,
dobodr architektury sieci i parametréow uczenia.

6. Wykorzystanie sieci neuronowych w zadaniach klasyfikacji. Analiza modeli klasyfikacji:
macierz konfuzji, miary jakosci klasyfikacji.

7. Wykorzystanie sieci neuronowych w zadaniach regresji. Ocena modeli regresji, miary
jakosci regresiji.

8. Ocena modeli regresji, miary jakosci regresiji.

3.4 Metody dydaktyczne
Wyktad: wyktad z prezentacjg multimedialna.
Laboratorium: realizacja metod sztucznej inteligencji na stanowiskach komputerowych.

4. METODY | KRYTERIA OCENY

4.1 Sposoby weryfikacji efektow uczenia sie

Metody oceny efektow uczenia sie Forma zajec
Symbol efektu (np.: kolokwium, egzamin ustny, egzamin pisemny, dydaktycznych
projekt, sprawozdanie, obserwacja w trakcie zajec) (w, ¢w, ...)

EK_o1 sprawdzian wiedzy w
EK_o2 kolokwium, sprawozdania, obserwacja w trakcie lab

zaje¢, dyskusja
EK_o3 kolokwium, sprawozdania, obserwacja w trakcie lab

zaje¢, dyskusja

4.2 Warunki zaliczenia przedmiotu (kryteria oceniania)

Laboratorium:

Warunkiem koniecznym jest realizacja wszystkich ¢wiczen laboratoryjnych.

Weryfikacja wiedzy studentow stuzy kolokwium - ocene pozytywna z kolokwium student
uzyskuje w przypadku uzyskania co najmniej 50% punktow. (50-60% - dst; 61-70% - dst+, 71-
80% - db, 81-90% - db+, 91-100% - bdb).

Wyktad:

Warunkiem uzyskania zaliczenia wyktfadu jest uzyskanie min 50% punktéw ze sprawdzianu
wiedzy.

Zaliczenie przedmiotu jest rownoznaczne z osiggnieciem przez studenta wszystkich
przypisanych do przedmiotu efektdw uczenia sie.

. CALKOWITY NAKEAD PRACY STUDENTA POTRZEBNY DO OSIAGNIECIA ZALOZONYCH
EFEKTOW W GODZINACH ORAZ PUNKTACH ECTS

Srednia liczba godzin na

Forma aktywnosci . . L
zrealizowanie aktywnosci

Godziny z harmonogramu studiow 30
Inne z udziatem nauczyciela akademickiego 1
(udziat w konsultacjach, egzaminie)

Godziny niekontaktowe — praca wtasna studenta 45

(przygotowanie do zaje¢, egzaminu, napisanie referatu itp.)




SUMA GODZIN 76

SUMARYCZNA LICZBA PUNKTOW ECTS 3

. PRAKTYKI ZAWODOWE W RAMACH PRZEDMIOTU

wymiar godzinowy | meeeeeeees

zasady i formy odbywania praktyk | ceeeeeeeees
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